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UNIT I - PROBABILITY AND RANDOM V
PART - A

1. Define random variable.
2. XandY are independent random variables with variances2 and 3. iance of 3X +4Y.
3. Let X be a R.V with E[X]=1 and E[X(X-1)]=4 . Find v d Var(2-3X).
4. The number hardware failures of a computer system in{a w operations as the following pmf:
Number of failures: 0 1 2
Probability :0.18 0.28 0.25 : : 0.01

Find the mean of the number of fali

5. A continuous random variable X
Find K such that P(X > K)= 0.

nsity function given by f(x)=3x*,0<x<1.

6. A random variable X has

f(x) :{ng_ ’X0> 0. Find the value of C and c.d.f

of a random variable X is F(x)= [1— a1+ x)e‘x],x >0. Find the

0,x<2
8. llows a density function? f(x) = %(3+ 2x),2<x<4
0,x>4
9. V With p.d.f given by (x) = {ZX’O <*<1 ind the pdf of Y =(3X +1).
0, otherwise
0,x<0
10. Find the cdf of a RV is given by F(x) = %,0 <x <4 and find P(X>1/X<3).
14<x

11. A continuous random variable X that can assume any value between x =2 and x =5 has a density
function given by f(x) = K(1 + x). Find P[X<4].

12. The first four moments of a distribution about x = 4 are 1, 4, 10 and 45 respectively. Show that the
mean is 5, variance is 3, u, =0and pu, = 26.

13. Define moment generating function.
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14. Find the moment generating function for the distribution where f(x) =

o w

0, otherwise

15. For a binomial distribution mean is 6 and S.D is +/2 . Find the first two terms of the distribution.

16. Find the moment generating function of binomial distribution.

17. The mean of a binomial distribution is 20 and standard deviation is 4. Find the parafieters of the
distribution

18. If X is a Poisson variate such that P(X=2) = 9P(X=4) +90P(X=6),find the vay

19. Write the MGF of geometric distribution.

20.One percent of jobs arriving at a computer system need to wait until w.
owing to core-size limitations. Find the probability that among a sa
job that have to wait until weekends.

21. Show that for the uniform distribution f(x) = 2—1a,—a < x < athe moment generating function about

. .. sinh at
origin is :
at
22.If X is a Gaussian random variable with mean zero% , find the probability density
function of Y =|X|.

23. A random variable X has p.d.f f(x) ={ the density function of %

n
<0
ibut

24, State Memoryless property of exponential di

25. The mean and variance of binofmial distgibution aré 5 and 4. Determine the distribution.

26. For a binomial distributio

istributed between 3 and 15.Find mean and variance.

3
29. A continuous random has a p.d.f given by f(x) = {Z @x-x),0<x<2 Find p(x > 1)
0 ,otherwise
30. Let e random vafiable which denotes the number of heads in three tosses of a fair coin

31! ke 7,x > 0 Is p.d.f of a random variable X ,then the value of K.
0, otherise
1 ,x=0
32.Find the mean and variance of the discrete random variable X with the p.m.f p(x) = g
3 X= 2
0 ,x<1
33. A random variable X has c.d.f F(x) = {%(x— 1),1<x<3 . Findthe p.d.f of X and
0 ,x>3

the expected value of X.
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PART — B

FIRST HALF (All are 8- marks)

(A) DISCRETE DISTRIBUTION:-
I- Binomial distribution

1. The moment generating function of a binomial distribution and fi
) . _ (nc,p*q"*,x=0,1,2,3 ...
variance (i.e) p(x) = { 0 otherwise

The probability of a bomb hitting a target is % Two bomb

(iv) between 1 & 3 defective

4. the probability of a man hittj
probability of his hitting
that the probability i

more than 3 defe :
6. Five faag coins arelipped. If the outcomes are assumed independent find the probability

umber of heads obtained.

0 ,otherwise

2. Derive the Poisson distribution as a limiting case of binomial distribution.
3. If 3% of the electric bulbs manufactured by a company are defective, find the
probability that in a sample of 100 bulbs exactly 5 bulbs are defective.
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4. The no.of monthly breakdown of a computer is a random variable having a Poisson
distribution with mean equal to 1.8, Find the probability that this computer will function a
month (i) without a breakdown (ii) with only one breakdown (iii) with at least one
breakdown .
5. If X is a Poisson variate such that p(x = 1) = 130 andp(x = 2) = g ,
find p(x = 0) and p(x = 3).

6. If X is a Poisson variate suchthat P (X =2) =9P(X =4)+90P(X = find the

mean and variance.
I11-  Geometric distribution

1. The moment generating function of a Geometric distributi

nse will pass the road test on any
given trial is 0.8, what is the il finally pass the test (i) on the

4™ trial. (ii) in fewer than

1. If the probabili assfunction of a random variable X is given by

2,3,4, (i) find the value of K.(ii) P |(5 < X <3) /X > 1]
ean aﬂd variance.

jable X has the following probability function
0 |1 |2 3 |4 5 6 7

0 |[K |2k |2k |3k k? 2k? 7k* + k

(i) Find the value of K (ii) P(X < 6) (iih)P(X =6) (iv) P(1 <x <5)
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SECOND HALF (All are 8- marks)

(B) Continuous DISTRIBUTION:-

I- Uniform distribution

1. The moment generating function of a uniform distribution and fin ce
2. Buses arrive at a specified bus stop at 15-min intervals st IS 7a.m
,7.15am ,7.30am,.....etc. If a passenger arrives at the bus stog at a rando which is

uniformly distributed between 7am and 7.30 am.Find the proBability that he waits (i) less
than 5 min (ii) atleast 12 min for bus.
3. Subway trains on a certain run every half an fiour between mid-night and six in the
morning. What is the probability that a man en\i n at a random time during
this period will have to wait at least 20-mi

I1- Exponential distribution

1. a exponential distribution and find mean
X x>0,1>0
,0therwise
2. less property of the exponential distribution.

in hourw quired to repair a machine is exponentially distribution with
%. (i) what is probability that the repair time exceeds 2 hours.

that ig)duration exceeds 9 hours.

ngth of time a person speaks over phone follows exponential distribution
with mean 6. What is the probability that the person will take for

(i) more than 8-minutes (ii) between 4 and 8 minutes.
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I11- Normal distribution

1. The moment generating functions of a normal distribution and find mean and variance.

2. Inanormal distribution 31% of the items are under 45 and 8% are over 64. Find the
mean and variance.

3. Inadistribution exactly normal 75 of the items are under 35 and 39% are u
What are the mean and S.D of the distribution.

4. The peak temperature T, as measured in degrees Fahrenheit on a parti
Gaussian (85,10) random variables. What is P(T > 100), P(T

100).

5. An electrical firm manufactures light bulbs that have a life #defore bur tis
normally distributed with mean equal to 800 hrs and a stan@ard devia 40 hrs. Find
the (i) the probability that a bulb more than 834 hrs. (ii) th ilify that bulbs burns

between 778 and 834 hrs.

N\

(C) Problems on continuous randonmi\ari -
1. A continuous random vari

a probability density functio

k

spdf f(x) = {ﬁ

0 ,otherwise
0) (iii) distribution function of X.

4x —2x%],0 < x < 2
0 ,otherwise

) —o< X < ®©
2. A continuous rand

Find (i) the value (i) P
3. If X is a continuo .V’§whose pdf is given by f(x) = {C[

® x, 0<x<1
e probability distribution function of a R.V’sis f(x) = {2 —x,1<x<?2
0 ,x>2

cumulative distribution function.
5 T sity function of a R.V’s X is given by (x) = Kx(2 —x),0 <x < 2.
Find the mean and variance.

6. The c.d.fofaRV’sXisF(x)=1— (14 x),x = 0. Find the p.d.f of X, mean and
variance.

V.PRAKASH,MS.c,M.Phil,B.Ed,
Associate Professor
Department Of Mathematics Page 6



ST.ANNE’S

COLLEGE OF ENGINEERING AND TECHNOLOGY

(An 1SO 9001:2015 Certified Institution)
Anguchettypalayam, Panruti — 607106.

QUESTION BANK
PERIOD: AUG-DEC-2022 BATCH: 2021 — 2025
BRANCH: ECE YEAR/S
SUB CODE/NAME: MA3355 -RANDOM PROCESSES AND LINEAR ALGEBRA

UNIT-2 TWO-DIMENSIONAL RANDOM VAR

PART - A

1. If two random variables X and Y have probability density func (PPF)
f(x,y) =ke ®* for x ,y >0,evaluate k.

2. Define joint probability distribution of two random yariables X and Y and state its properties.

4. If X and Y have joint pdf f (x,y) = {H y.0

ndependent.

0.< y <1,y <1to be a density function,find the

3 5
7. PAff(xy) =12+ 0<x<L0<y <l pingp(x
0, otherwise
8 wqo random variables X and Y is given by 3X +Y =10 and 3X

-efficient r(X,Y) between that has magnitude one.

+3 , find the cov(X,Y).

o dimensional random variable. Define covariance of (X,Y). If X and Y are
endent , what will be the covariance of (X,Y).

12.The regression equations of X on Y and Y on X are respectively 5x —y =22 and 64x -45y =24.
} e means of X and Y.

13.The'tamgent of the angle between the lines of regression Y on X and X on Y is 0.6 and

o, = %ay . Find the correlation coefficient.

14.State the central limit theorem for independenc and identically distributed random variables.

15. The two regression equations of two random variables X and Y are 4x—5y+33 =0 and
20x — 9y = 107. find mean values of X and Y.
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16.The angle between the two lines of regression.

17.1f X and y are independent random variables with variance 2 and 3, then find the variance
of 3x + 4y.

18.The lines of regression in a bivariate distribution are x + 9y = 7and y + 4x = —
find the coefficient of correlation.

1
19.If the joint P.d.f of (x,y)is f(x,y) = {Z 0=xy=<2

Find P[x +y < 1]
0 ,otherwise
20. If two random variable X and Y have P.d.f f(x,y) = Ke=®**Y) forx,y > 0.
Find the value of K.

21.Find K if the joint p.d.f of a bivariate random variable is given

by f(x,y) = {k(lo— (1 —),0< (xy) <1

,otherwise

22.8. If the joint p.d.f of (x,y)is f( )—{e_(xm' OV ChegCwhetherSeand Y are
e J p-g. LYASTEGY) =10 ,otherwise
independent.

23. The joint p.mf of a two dimensional random

) is given by
P(x,y) =K(2x+y), x=1,2andy = 1,2,whe

d the value of K.

i) Find the marginal PMF of X and Y.
2. ili nction of (x,y) is given by P(x,y) = % (2x + 3y)

robability distribution of (x + y) and P[x +y > 3]
int distribution of X and Y is given by f(x,y) =

+y
the marginal distribution. Also find E[xy].

=Y x=1,23;y =12. Find
21

Three balls are drawn at random without replacement from box containing

2- white
. 3-red, 4-black balls. If X denote the no.of white balls and Y denote the no.of red balls
drawn.Find the joint probability distribution of (X,Y)
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I1-  Problems on continuous random variable
1. The joint PDF of (x,y) is f(x,y) = e"®*¥) x,y > 0. Are X and Y independent?
2. If the joint probability distribution function of a two dimensional random variable

. (A =-e1-¢€Y),x>0,y>0 N
(x,y) is given by f(x,y) = { 0 otherwise (i) Find the

marginal densities of X and Y. Are X and Y independent? (i))P[1<x<3,1<
y < 2].
3. Given the joint density function of X and y as f(x,y) =
{% xe;0<x<2,y>0
0 ,elsewhere
4, The joint PDF of the random variables (X,y) is giv

Fl,y) =kxye ™+ x>0,y > 0. Find the val
Prove that x and Y are independent.

. Find the distribution X+Y.

{%(6—x—y),0<x<2,2<y<4 i
0 , otherwise .

(i) Plx+y<3] (ii)P[x<

6. Suppose the point probabilit

Flxy) = {g (x+y2);0 < x

X and Y. Hence fin

7. Given f, (x,y) Z

(i) Evaluate C (i) nd £,) (i) £z (%).

y

blems omcorrelation and covariance

om variables X and Y have the following joint p.d.f

2—-x—y;0<x<1,0<y<1

Flx,y) = { g . (i) Find the var (x)and var (y)

,elsewhere
(i) The covariance between x and y. Also find p,.,,.
3. IfX and Y be discrete R.V’s with p.d.f f(x,y) =22 ,x =1,2,3;y = 1,2.

21’
(i) Find the mean and variance of X and Y, (ii) cov(x, y) (iii) r(x, y).
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4. Two random variables X and Y have the following joint p.d.f
(x+y; 0<x<1,0<y<1

fley) = { 0 ,elsewhere
between X and y. (ii) Check whether X and Y are independent.

. (1) Obtain the correlation co-efficient

5. Find the coefficient of correlation between X and Y from the data given belo
X: 65 66 67 67 68 69 70 72

Y : 67 68 65 68 72 72 69 71

6. Find the coefficient of correlation between industrial production an
using the following data.
Production (x): 55 56 58 59 60 60 62

Export (y) : 35 38 37 39 44 43 44

N\

| are 8- marks)

SECOND

I- Problems on regression liag

1.  Two random variable are related as y = 4x + 9. find the correlation
coefficient be

4, e regression equations are 3x + 2y = 26 and 6x + y = 31. Find the
C tion coefficient between x and y.
5. The equation of two regression lines are 3x + 12y = 19 and 3x + 9y = 46.
Find x ,y and the correlation coefficient between x and .
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I1- Transformation of random variables

1. If X and Y are independent random variables withp.d.f e™ ,x >0; e ™,y >0
respectively. Find the density function of U = XL” andV =X +Y.

Are U &V independent.

2. Thejoint P.d.fof X and Y is given by f(x,y) = e x >0,y > 0,

Find the probability density function of U = %

3. If Xand Y are independent exponential distributions with pafameter 1 them fifd the P.d.f
ofU=X-Y.
4. Let (X,y) be a two-dimensional non-negative continyous ran iable having the joint

- —(x?+y?)
density f(x,y) = {4963’ e x20,y=20

,elsewhere\
find the density of U = \/x? + y?

5. If the p.d.f of a two dimensional R.V ( is given by f
Find the p.d.f of U = XY.
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UNIT-3 RANDOM PROCESSES

PART - A

=

Define a stationary process (or)strictly stationary pr
2. Consider the random process X (t) = cos(w,t + 6)

interval — zto = . Check whether X(t) is statl
When is a random process said to be ergo

essYor)strict sense stationary process.
isgapiformly distributed in the

is it irreducible? If not find  the

babifity that a person is suffering from cancer is 0.001. Firid the probability that out of
4000_p sons (a) Exactly 4 suffer because of cancer, (b) more than 3 persons will suffer from
13. Define Stationary process.

14. Define Strictly stationary processes [ssS]

15. Define Wide sense stationary processes [wss]

16. Define Ergodic random process.

17.What is meant by one-step transition probability?
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PART — B

FIRST HALFE (All are 8- marks)

To find the wide sense stationary process
1. If (t) = sin(wt + y) , where ‘y’ is uniformly distributed in (0,27).
Show that x(t) is wide sense stationary process.
2. Show that the random process x(t) = A cos(wt + 0) is wide sense stationafyywhere
A and w are constants and 6 is a uniformly distributed random i
3. Show that the process x(t) = Aco s At + Bsin At is wide se
and B are random variable if E(4) = E(B) = 0,E(4?) =
(or)
If x(t) = Acos At + Bsin At ;t = 0 is a random process
independent N (0, 52) random variables examin stationa
4. Let two random processes{x(t)} and {y(t)} i
x(t) = Aco s wt + Bsin wt, y(t) = Bcas sin wéwhere A and B are random

variables, each of which -1 and 2 with probabilities g and g

respectively. Prove sense stationary.
6. Show that the random'aro =Acost+Bsint,—o<t<o isaWSS

probability - an ith probability =
7. The progess {x(t)} Whose probability distribution under certain condition is given by
(atWp 1
,n=123,..
{ @an™ Show that it is not stationary.
,n=20

1+at
random process be x(t) = cos(t + ¢) where ¢ is a random variable with

ensity function f(¢) = % ,—g << g check whether the process is stationary or

not.

9. Examine whether the Poisson process {x(t)} given by the probability law P{x(t)} =
e~ At (At)"

n!

,Nn=0712,........ IS not stationary.
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II- Poisson process

1. Suppose that customer arrive at a bank according to a Poisson process with a
mean rate 3 per minute; find the probability that during a time interval of 2 min
(i) exactly 4 customers arrive ,(ii) more than 4 customers arrive and (iii) fewer than 4
customer in 2 minute interval.

2. Queries presented in a computer data base are following a Poisson pro

interval.
3. On the average, a submarine on patrol sights 6 enemy shi

probability of sighting. (i) 6 ships in the next ha
(iii) at least 1 ship in the next 15 min (iv) at lea
4. If particles are emitted from a radioactive

process. Each particle emitted has a probability 0,6 of being recorded. Find the
probability that 10 particles deth] i

I11- Discrete par

recognizabJe signal, whereas 20 out of 23 recognizable signals follow recognizable
with no highly distorted signals between. Given that only highly distorted
are not recognizable. Find the fraction of signals that are highly distorted.

2. A salesman’s territory consists of three cities A,B and C, He never sells in the
same city on successive days. If he sells in A, then the next day he sells in the
city B. however, if he sells in either B or C, then the next day he twice as likely
to sell in city A as in the other city. In the long run, how often does he sell in
each of the cities.
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(b) Tofind the probability distribution based on the initial distribution

1. The initial process of the Markov chain transition probability matrix is given by P =

0.2 03 05
0.1 0.2 0.7|with initial probability ., = 0.4,P,® = 0.3,P,(” = 0,
0.6 03 0.1

Find P,V P, p, .

2. A man either drives a car or catches a train to go to office each

0.1 05 04
1,2and3isP =[0.6 0.2 0.2]|and
03 04 0.3

Find (i) P(X, = 3)

and the initial

BIWN RS R

1
|
|
|
|

a Markov chain {X,,,n > 0} have three states 0,1,2
3 0.5
0.6 0.3
¥ 0.3 0.3

Find () P(X, = 1) (i) P[Xs =1,X, =2,X; =1,X, = 2].

with initial probability P(® = [0.5 0.3 0.2]
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UNIT 4 - VECTOR SPACES
PART — A
Define vector space

Define subspace
Define span[s] \
Define linear combinations

Define linearly independent and linear

Define basis

Write down the standard basi

oo N o a b~ w P

10.

11.

Sv= (?,0, -2)and w = (2, -1,5)?
whether the set W1 = {(aa, az, as) € R®: a1 = as + 2} is a subspace of
r the operations of addition and scalar multiplication defined on R®

13. oint out whether the set W1= {(as, az, as) € R®: a1 — 4a2 — as = 0} is a subspace of R®

under the operations of addition and scalar multiplication defined on p3

14. Point out whether w = (3,4,1) can be written as a linear combination of vy = (1, —2,1)
and v2 =(-2,-1,1) in

15. Show that the vectors {(1,1,0), (1,0,1) and (0,1,1)} genarate F®
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16. Determine which of the following sets are basis for R®

(@) {(1,0,-1),(2,51),(0,—4,3)} (i) {(1,-3,-2),(-3,1,3),(-2,-10,-2)}

17. Determine which of the following sets are basis for P, (R)
(i) {—1—x+2x?% 2+x—2x% 1—2x+ 4x?%}
(i) {—1+42x+4x? 3 —4x—210, —2 — 5x — 6x?}

18. Evaluate which of the following sets are bases for R® :
(){(1,0, 1), (2,5,1), (0, —4,3)} (i}{(-1,3,1), (2, -4, -3), (-3.8.2
PART — B

FIRST HALF (All are 8- marks

I- Vector Spaces And Sub-Spaces

1. Inany vector space V, the following state e\a ue,
(i) 0x =0, foreachx € v

(i) ad =0,Va€ev

(iii) (—a)x = —(ax),Va €
(iv) if a # 0, then ax =

2. Let V be the set
coefficients. Show that
and usual multi i

lals of degree less than or equal to ‘n” with real
a vector space overR with respect to polynomial addition

, the’set P, of polynomials of degree at most n consists of all
may + a;x + a,x% + - ... ... +a,x™ is a vector space.

4. Prove that any intersection of subspaces of a vector space V is a subspaces of V.

5.  The intersection of the subspaces w, and w, of the vector space V is also a subspace.
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6. Prove that the span of any subset S of a vector space V is a subspace of V.
moreover, any subspace of V that contains S must also contain the span of S.
(or)
The linear span L(S) of any subset of a vector space V(F) is a subspace of V(F).
moreover L(S) c W.

7. Let W; and W, be subspaces of vector space V. prove that w; U w, is a subspace
of Vifandonly if w, € w, (or) w, S w;
(or)

Let w; and w- be sub-spaces of vector space V, prove that w; U

of V, iff one is contained in the other.

IS a Stib-space

subspace of F™, but w, = {(a;,a,, ... .. ... ...
Is not a subspace .

11. Prove that of W is a subspace
inW, then a;w; + a,w, + -

12. Show that W is in the s

13. If Sand T are s ector space V(F) ,then prove that
L(T) (@()L(SUT)= L(S)+ L(T (i) LIL(S)] = L(S)

V.PRAKASH,MS.c,M.Phil,B.Ed,
Associate Professor
Department Of Mathematics Page 18



SECOND HALF (All are 8- marks)

II-Linear Independent, Linear Dependent and basis

1. For each of the following list of vectors in R3.Determine whether the first vector can be
expressed as a linear combination of the other two (i) (-2,0,3),(1,3,0),(2,4
(i) (3,4,1),(1,-2,1),(-2,-1,1).

2. For each of the following list of P;(R).Determine whether st or campbe
expressed as a linear combination of the other two
(i) x3—-3x+5x3+2x2—x+1,x3+3x%-1

(i) x3—8x%+4x,x3—2x*+3x+1,x3 -2+ 3
(iii) 4x3+2x%—-6,x3 —2x% +4x +1,3x3 Z + 4

3. Determine whether the following sets [ i dent (or) linearly dependent.

o {5 L S Mo
@ {5 30T in Moo ()
iy {2, [ 5 Sl it
4. Determine the [ e linearly independent (or) linearly dependent
(i) {x3+2x +1,x3 —x? 4+ 2x — 1}in P3(R)

5. Prove that vectors u, = (2,-3,1), u, = (1,4,—-2), u; = (—8,12,—4),
u (1,37,—17),us = (—3,—5,8) Generate R®. Find a subset of the set
{uy, u,, uz,u,} thatis a basis for R

6. Ineach part ,determine whether the given vector is in the span S
(I) (_ 1;2;1)75 = {(170)2); (_1;1)1)}
(i) (-1,1,1,2),s={(1,0,1,-1),(0,1,1,1)}
(i) —x3+2x2+3x+3, S={3+x*+x+1L,x*+x+1,x+1}
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7. LetS ={(1,1,0),(1,0,1),(0,1,1)} be a subset of the vector space F3.prove that if F=R,
then S is linearly independent.

8. Show that the set {1,x,x?, ... ... .......x"} is a linearly independent in B, (F).

9. LetV be a vector space, and let S; € S, € V. If S; is linearly dependent, then S, is
linearly dependent.

10.Let S be a linearly independent subset of a vector space V, and V be tor that is

not in S. then S U {V'} is linearly dependent iff V' € span (S).

11.Let V be a vector space over a field of characteristic not eq let U and V be
distinct vectors in V. Prove that {u, v} is linearly independént iff {u + v}is
linearly independent.

12.Let V be a vector space over a field of characteri
be distinct vectors in V. Prove that {u, v, w} is linearl
w,u + w} is linearly independent.

ot equa 0, letU ,Vand W
independent iff {u + v, v +

13.Let U,V and W be distinct vectors of ace V. Show that if {u,v,w} is a basis
for V,then{fu+v+w,v+w,u i

14.1f a vector space V is gener ' , then some subset of S is a basis for V.
Hence V has a finite basi

15.Let V be a vector s
for V. Ifeach v € V ca
(i.e) Itcan
scalar a4, a,, ....

2, - e, Up } D€ @ SUbSEt OF V, then B is a basis
expressed as a linear combination of vector of B.
0 the form V = ayuy + ayuy, + - ... +a,u, forunique

Wi+ dimW, — dim(W1 N W3) and hence deduce that if
dim(V) = dim W1 + dimW, .
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ST.ANNE’S

COLLEGE OF ENGINEERING AND TECHNOLOGY

(An 1SO 9001:2015 Certified Institution)
Anguchettypalayam, Panruti — 607106. ikl

QUESTION BANK
PERIOD: AUG - DEC-2022 BATCH: 2021-2025
BRANCH: ECE YEAR/S
SUB CODE/NAME: MA3355 - RANDOM PROCESSES AND LINEAR ALGEBRA

UNIT 5 - LINEAR TRANSFORMATION AND INNER PRO P
PART — A
If T: V — W be a linear transformation then proveithat —y)=x—yforallx,yeV

Prove that the transformation T is linear if a dNy cx By) = cT(x) + T(y)
Ilustrate that the transformation T: R?> — B# defjned by fay) = (2a1 + az, ay) is linear
Evaluate that the transformation T: R®
T (a1, az, as) = (a1 — az, a; — ag) is linéar.
5. Describe explicitly the linear tr ' : RF"— R?such that T(2,3) = (4,5)and
T(1,0) = (0,0)

Ao

6. [Illustrate that the trans I : R3defined by T(x, y) = (x + 1, 2y, x +y)
is not linear

7. Is there a linear tr
(2,0, —6) = (2,1)"

10. en value and eigen vector of linear operator T.
11. St ley-Hamilton Theorem
12. Find the matrix A whose minimum polynomial is t3 — 5t + 6t + 8
13. Suppose A is an eigen value of an invertible operator T.

Show that A1 is an eigen value of .

14. Define norm

15. Define orthogonal

16. Define orthonormal
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17. Define orthogonal complement.

18. Define adjoint operator.

19.Letx = (2,1 + i,i)and y = (2 — i,2,1 + 2i) be a vector in C3 compute < x,y >.

20. Find the norm and distance between the vectors u=(1,0,1) and v=(-1,1,0)

21.Find the norm of the vector u=(1,-1,1) and v=(-1,1,0) in R® with respect to the inner product
defined by < u, v > = uyv; + 2u,v, + 3u3vs .

22.Find the norm of v = (3,4) € R? with respect to the usual product.

23.Consider f(t) = 3t — 5 and g(t) = t? in the polynomial space p(t) with isher product
<f,g>= [ f(t0g(t)dt, then find |If|l and llg|l .

24.Prove that in an inner product space V, forany u,v € V. ||lu + v||? # llu + v||? =

25.1n ([0,1]), let f(t) = t, g(t) = et Evaluate < f, g >.

26.Let R2 and S = {(1,0), (0,1)}. Check whether S is orth mal basi

+ 2[lull?

2 1

27.Let S = {(\/ig%)(\/—g%)} verify S is orthonorrrﬁ '

28. State Cauchy Schwarz inequality and Trianglg/neguality.

5. Let T:R® > R? defined by T'(ay, a,, az) = (a; — a,, 2a3). Find the basis for N(T) and
the nullity of T.

6. Let T:R? - R3 defined by T'(a,,a,) = (a, + a,,0,2a; — a,). Find the basis for and
compute N(T).
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7. Let T:R® - R? defined by T'(a,, a5, az) = (a; — a,, 2a3). Find the basis forR(T) and
compute R(T).

8. Let T:R? —» R3 defined by T'(ay,a,) = (a; + a,,0,2a,; — a,). Find the basis for and
compute N(T).

9. LetT:R® - R? defined by T(x,y,z) = (x + v,y + z) then B; =
{(_ 1,1,1), (1; _1;1)1 (1;11 _1)} and BZ = {(170)7 (071)} then find [T]gi

10.Let T: R? - R3,defined by T(ay,a,) = (a; + 3a,,0,2a, — 4a,) t
and B; = {(1,0), (0,1)} and B, = {(1,0,0), (0,1,0), (0,0,1)}.

11. Let T: R® —» R3and U: R® = R3 be the linear transformatfon efined
by T(a,, a,) = (a; + 3a,,0,2a, — 4a,) and U(a,,a,) =¥a; — a; + 2a,).
Then prove that [T + U]}; = [T]}; + [U]};

basis for R3.
13. Let T be a linear operator on P, (

Ay be distinct
7. k, let Si be a finite linearly independent subset
US, U ... .. U Sy is a linearly independent subset of

14.  Let T be a linear operato
eigenvalues of T. For, j

17.Let V aid W be vector spaces over F,and suppose that{vi, v, ... ... ... . vn} is a basis for
r wi, wo . wn in W Prove that there exists exactly one linear transformation
T:V — W such that T(v:) = w; for i=1,2,...n

18. Suppose that T is one —to-one and that s is a subset of VV .Prove that S is linearly
independent if and only if T(S) is linearly independent .
Suppose = {vi,v2.......... vn} is abasis for V and T is one —to-one and onto

Prove that T(B)= {T(vi), T(v2), T(v»)} is a basis for W
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19. Let V and W be vector spaces with subspaces V1 Wirespectively. If T: — W

Is linear .Prove that T(V/1) is a subspace of w and that xe V: T'(x) € W1}is a subspace
of V.

20. If T: R* — R%is a linear transformation defined T{x1, x2, , x3, x4}=(x1 — x2 + x3 +
X4, 1+2x3— X4, 1+ X2 — 3x3— 3X4) for {xl, X2, , X3, X4} € R then Verify
Rank(T)+Nullity(T)=dim R* find yhe bases of N(T) and R(T)

21. For a linear operator T: R® — R defined as T(a, b, ¢) = (-7a — 4b + ¢, 4a —3b +
8c, —2a + b — 2c¢),Point out the eigen values of T and an ordered basis uch that
the matrix of the given transformation with the respect to the new re IS a
diagonal matrix

22. LetT be a linear operator (a, b, ¢) = (—4a + 3b — 6¢, 6a — 12¢£6a — 6b + 11c),
be the ordered basis then find [T] which is a diagonal matriX.

SECOND HALF (All arfe 8- marks

N\

*A) foKA, B € V ,the trace of a matrix A
Is anyinner product space.

1. letV = M,,,,(F)and define < A, B
is defined by tr(4) = ¥¥ | A;;. Veufy

2. Let V be a real (or) complex t B be a basis for V for x,y € V there

eXiStS V1, Uy, cer ver eue =y

=Yimaviandy = YL b .
Define < x,y > =Y, a; ) that <., .>is an inner product on V and that B is an
orthonormal basis

5. Let V be an inner product space over F, then for all ,y € V and c € F , the following
statements are true

) llex]l = lelllx|]

i) lxll=0,iffx=0
i) |<xy >| < x|yl
iv) e =yl < flxll + Iyl

V.PRAKASH,MS.c,M.Phil,B.Ed,
Associate Professor
Department Of Mathematics Page 24



6. State and prove Cauchy-Schwarz inequality and Triangle inequality in an inner product
space.

7. LetV be an inner product space. Prove that
@ llx £ ylI2 = |Ixl1I2 £ 2R < x,y > +l||yll*forall x,y € V, where R < x, y >
denotes the real part of the complex number < x, y >.
(b) [lxl — Iyl]> < Ix — yl for all x, y € V.

8. Let V be an inner product space over F. prove that polar identities for all x, V.
1 1 .
<xy>=-lx+yl?—zllx—yl? if F=R.
9. show that in R3, the vectors (1,1,0), (1,-1,1), (-1,1,2) are ortho ape'the
orthonormal? Justify.

10. Let V be the vector space of polynomial with inner prod
<xy>=[ fOg@)dt. let(t) =t +2and = ¢2
find (i) <f,g> (i) lIfIl (i) llgll.

11.Let {vq, vy, ... ... ..... U4 } e an orthogon
Prove that || XK, a;v; ||2 =¥ la;

12.Evaluate using the Gram Schmidt P e given subset
§=1{(1,1,1),(0,1,1),(0,0,1

(if) Then normalize the vectors iIsNgasis to obtain an orthonormal basis B for span(S)
(iii) compute the Fouri ICi

idt Process to the given subset
), (1,4,2,8)}and x = (—1,2,1,1) of the inner product

the vectors in this basis to obtain an orthonormal basis 3 for span(S)
ier coefficients of the given vector relative to f3.

orthogonal basis for span (s)
Normalize the vectors in the basis to obtain an orthonormal basis for span( s)

= P,(R) with the inner product < f,g > = folf(t)g(t)dt, and {1, x, x?}

15. Apply the Gram-Schmidt process to the given subsets
S={(1,i,0),(1 —i,2,4i)} and x = (3 + i, 4i,—4) of the inner product space V= R3
1) To obtain an orthogonal basis for span (s)
i) Normalize the vectors in the basis to obtain an orthonormal basis for span (s)
1) Compute to Fourier coefficients of the given vector.
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16. State and prove the Gram-Schmidt orthogonalization theorem (or)
Let V be an inner product space andS = {w,, w,, .......w,} be a linearly independent
subset of V. Define S' = {vy,v,, .......v,} When v; = w; and v, = wy, —

_q1 <Wg, ;> 5 -
Z;Lll ”vkj”; vj for2 < k < n. Then S’ is an orthogonal set of non-zero vectors such

that Span (s”) = Span (s).

17. LetV be an inner product space, S and S, be the subset of VV and W fie a Tihite
dimensional subspace of V. Prove that the following results

) s, c5= stcs,”

. ANt 1\t

i Sc (S ) ,S0 span (s) € (S )
L

i) w=(w")

iv) V=wew

18. Let V be a finite dimensional inner p
on V. Then there exists a unique functio
<T(x),y>=<x,T*(y) > forall

19. Let V be an inner product space,
) (T+U)=T"+U"
i) (CU)* =CT", for a
i) (TU)" =U"T"
V)T =T

Suppose that S={v1, v2, ... vk} is an orthonormal set in an n-dimensional
inner product space V. Then Prove that
(i) can be extended to an orthonormal basis {vi, va, ... Vi, Vk+1 ... ... vn} for VvV

(i)  If W= span(S),then s1={vk+1, Vk+2 ... ... . v} IS an orthonormal basis for w+
(iii) If W is any subspace of V , then dim(v)=dim(w)+dim(w+)
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